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ABSTRACT

Fake news has become much more common in recent years due to
the widespread availability of the internet and social media plat-
forms. The damages that can be done by the rapid propagation of
fake news in various sectors like politics and finance have drawn
the attention of the research community to automatically identify
fake news using linguistic analysis. However, due to the nature
of satirical news, it can sometimes be challenging to separate it
from fake news. Although several research studies have been con-
ducted on identifying fake news, there has not been much work
on satire news, particularly on detecting between fake and satiri-
cal news. To overcome this limitation, in this project, I examined
nine widely used traditional machine learning models and three
transformer-based traditional models (BERT, XLM-RoBERTa, Dis-
tilBERT) to see whether they can distinguish effectively between
fake and satirical news. SVM performs better on a small dataset
when text preprocessing and stemming are used. However, after
text augmentation, the transformer-based model outperforms all
other models, achieving 0.98 accuracy. So, by collecting a large
amount of data on various topics and time periods, it is possible to
effectively distinguish between fake and satirical news.
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« Computing methodologies — Machine learning; « Security
and privacy — Human and societal aspects of security and privacy;
+ Human-centered computing — Human computer interaction
(HCI).
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1 INTRODUCTION

Fake news can be defined as a type of yellow journalism or propa-
ganda that consists of deliberate misinformation or hoaxes spread
via traditional print and broadcast news media or online social
media[22]. In recent years, the incidence of fake news has signifi-
cantly expanded due to the rapid development of digitization and
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the rise of social media. For this reason, computer scientists have
recently shown a great deal of interest in it. Numerous research
explains how to identify false information in online content. On
the other hand, irony and satire have received less attention as
elements of natural human communication[8]. Nevertheless, it is
extremely challenging to distinguish between satire and fake news
[23]. Their basic motives are distinct. Satire uses fiction or humor
to highlight a greater social or political truth. It only works if the
audience is aware that it is fabricated. Whereas fake news operates
under the guise of credible journalism to convince the audience of
a falsehood, typically for political or financial advantage. It only
works when the recipient is unaware of the lie. Therefore, satire
plays with its audience, whereas fake news preys on it [3].

Some scholars argued that satire should not be included in the
new definition of Fake news since it is unlikely to be misconstrued as
factual and is not intended to inform audiences [2]. Others, however,
think it should be included because, despite being legally protected
speech, it could be misinterpreted as the truth [20]. For example, in
2017, a satire site run by a hoaxer named Christopher Blair said he
was sorry because his story was too real. This was because many
people did not realize it was a joke [12]. But the motivation and the
targeted audience of satire and fake news are different, there will
be differences in the storytelling approach while propagating these
different types of articles [8]. This gives rise to the challenge of
classifying fake news versus satire based on the content of a story.

2 RELATED WORK

Existing literature in the field of sarcasm detection comes from
several disciplines, including linguistics, psychology, social science,
and more recently, computer science. But their goals are different.
For example, studies in psychology and the social sciences tend to
focus on why and when questions, like When and why do people
use sarcasm, share or belief in misinformation? On the other hand,
studies in linguistics and computer science, tend to focus on how
questions.

Over the years, numerous kinds of research have been done
on the characteristics of fake news and its detection. Conroy et al.
described three categories of fake news: Serious Fabrications, Large-
Scale Hoaxes, and Humorous Fakes [27]. They define fake news
as purposely and verifiably misleading news articles that could
mislead readers [2]. A survey has found that Northerners are more
inclined to find sarcasm amusing, and among them, men are more
likely to self-identify as sarcastic [24]. According to McClennen,
young people are using satire in entertainment media as a kind of
political education and awareness [30].

For the automatic detection of fake news, various traditional
machine learning-based algorithms have been devised by using dif-
ferent linguistic-based features such as total words, characters per
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word, frequencies of large words [29], n-grams, bag-of-words, parts-
of-speech (POS) tagging [13], Probabilistic Context-Free Grammars
(PCFG) [7], and bi-gram TF-IDF [25]. There have also been other
studies that used deep learning models to detect fake news using
different techniques such as hybrid convolutional neural network
model [31], LSTM [26], bi-modal variational auto-encoder [19],
node2vec [15], analyzing the relationship between the headline and
the content of the news [17], hybrid architecture connecting BERT
with RNN [21].

Horne et. al. claimed that algorithms may struggle to distinguish
between satire and fake news because fake news contains many
textual cues that make it resemble satirical news more than real
news [16]. Using statistical data analysis, they aimed to determine
which news stories are real, fake, or satire. Golbeck et al. also stud-
ied whether there are differences in the language of fake news
and satirical articles on the same topic by following a word-based
classification approach [14]. In addition, there is also some research
interest in telling satirical news apart from real news [1, 5, 9, 10].
However, none of them conducted a thorough exploration of ma-
chine learning models for fake news detection and comparison,
which was missing in previous research.

SVM performs better on small datasets in general. However, I
hypothesize that traditional machine learning algorithms, when
combined with stop words elimination, stemming, and text aug-
mentation can outperform the baseline solution. Even after text
augmentation, transformer-based pre-trained ML models can out-
perform all other ML models.
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Figure 1: Most used words in the fake news content

3 DATASET

In this project, I am using the Fake News vs. Satire corpus [14] which
contains 283 fake news articles and 203 satirical stories focused on
American politics, posted between January 2016 and October 2017.
The title, a link, and the full-text ID are provided for each article. For
fake news stories, a rebutting article is also provided that disproves
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Figure 2: Most used words in the satire news content

the premise of the original story achieving an accuracy of 79.1%
with a ROC AUC of 0.880.

4 METHODS
4.1 Data Preprocessing

Before feeding into the models, the raw text of the news required
some preprocessing. I first eliminated unnecessary HTML links
and URL addresses. The next step was to remove non-printable,
non-English characters, punctuations, stop-words, and digits. I split
every text by white space and remove suffices from words by stem-
ming them. Finally, I rejoined the word tokens by white space to
present our clean text corpus which had been tokenized later for
feeding into the models. To execute all of the preprocessing, I used
NLTK, a Natural Language Processing tool [4].

4.2 Data Analysis

Before evaluating the model, I attempted to determine which words
the classifier would use to distinguish between satire and fake news.
Tused RAKE-NLTK to extract keywords from both fake and satire
corpus.

Figure 1 and 2 shows the most used words in each class. As all
the data in the dataset are politics related, that is why the words
are also political-related. But most of the words are proper nouns
e.g. Obama, Trump, etc.

Table 1: Top 4 keywords in each cluster (Fake Corpus)

Cluster no. ‘ Main Keywords ‘

Muslim, Islam, Women, Trump

Government, Trump, State, Obama

Hillary, Campaign, Women, President

Pelosi, Black, Russia, Senator

Vote, Election, Democrat, New
Melania, White, Trump, Obama
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To gain a better understanding of the data, I separated the fake
and satirical texts and used k-means clustering to discern what
types of news are present. To determine the optimal number of
clusters, I used the elbow method. The elbow method performs
k-means clustering on the corpus for a range of k values (in my
case, 2 to 10) and then computes the sum of square distances from
each point to its assigned center for all clusters and finds the point
of inflection from those distances that indicates the optimal cluster
number for each value of k. Despite the interpretation of a line
plot of the sum of squared distances for both the fake and satire
corpus as straight lines with no elbow point, I assume the optimal
cluster number for the fake corpus is 6 and for the satire corpus
it is 7. Then, I extracted keywords from both the fake and satire
corpora using the previous RAKE-NLTK. Table 1 and 2 shows the
top 4 keywords in each cluster.

Table 2: Top 4 keywords in each cluster (Satire Corpus)

Cluster no. Main Keywords ‘

Ted, Cruz, Gay, Statue
Trump, American, Women, Health
Korea, Kim, North, Missile
President, Trump, Tweet, Wall
Hillary, Clinton, Secretary, Foundation
Moon, Fire, Trump, Ohio
White, Spicer, Cancer, House

NN || W N

The keywords in the clusters indicate that the majority of the
news is about various political figures and their activities during
the time period when the data was collected. Although the last
two clusters from the satire corpus do not appear to be completely
relevant, they could be the result of an incorrect cluster number
assumption. However, the majority of the news is about the election,
Trump, Korea, and various politicians’ activities.

4.3 Data Augmentation

Due to the small dataset, there is a possibility that the models will
underperform and that they will overfit. To tackle this problem, I
used text augmentation to increase the training set and improve
the model’s performance. In the natural language processing (NLP)
field, it is hard to augment text due to the high complexity of
language. Also, I need to make sure that the semantic meaning of
the augmented data stays the same, which means that satire remains
satire and fake news remains fake, even after text augmentation.
This is why I applied Back Translation (translating the text data to
some language and then translating it back to the original language).
This allows for the generation of textual data with unique words
while preserving the context of the textual data.

Conference’22, February 2022, Washington, DC, USA

Table 3: Original and Joined (Original+Augmented) Dataset
Details

‘ Dataset ‘ Total Data ‘ Fake ‘ Satire ‘ Type ‘

| 486 | 283 | 203 | Mild Imbalanced |
1068 ‘ 534 ‘ 534 ‘ Balanced

‘ Actual Data
Actual + Aug-
mented Data

I used the Google Translate API provided by the Python library
in five different languages (French, German, Spanish, Chinese, and
Japanese). So, from a single news article, I receive five additional
news articles. But, it is possible to receive the same back-translated
news output as the initial text. I checked the similarity score be-
tween the freshly created augmented text and the input text for
this reason. To assess the similarity score, I use the term frequency-
inverse document frequency (TF-IDF) to determine the frequency of
the words in the texts. I then use cosine similarity from sklearn to
calculate the similarity, which ranges between 0 and 1. After apply-
ing a criterion of 0.6, I generated a total of 582 data, of which 251
are fake and 331 are satirical. After integrating them with the actual
dataset, I obtained a total of 1068 data, 534 of which were marked
as fake and the remaining 534 as satire. Table 3 represents all the
information about the original dataset (Fake vs Satire Corpus) and
joined dataset (Original Dataset + Augmented Dataset).
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Figure 3: Examples of Back-Translation. Some translated
outputs are removed due to high similarity scores.

4.4 Experimental Setup

This is a classification problem since I need to determine whether a
text is fake or satirical. I organized the entire experiment into steps.
Initially, I conducted experiments using the actual data set (Fake
News vs. Satire corpus). Since transformer-based deep learning
models such as BERT, RoBERTa, etc. do not perform better on small
datasets, I only experimented with widely used nine traditional
machine learning models to discern how accurately they can detect
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fake or satirical news from the actual dataset. The models are KNN,
Logistic Regression, Random Forest, Support Vector Machine, Naive
Bayes, Decision Tree, XGBoost, AdaBoost, and Passive Aggressive
Classifier. As I have only 486 data, I split the whole dataset into 90%
training data and 10% test data to evaluate the models.

Table 4: Performance of traditional machine learning models
on actual data

‘ Model Name ‘ Accuracy | Precision ‘ Recall ‘ F1 score ‘
KNN 0.82 0.81 0.78 0.79
Random Forest 0.69 0.68 0.62 0.62
Logistic Regres- 0.82 0.80 0.80 0.80
sion
Support Vector 0.86 0.85 0.84 0.84
Machine
Multinomial 0.84 0.86 0.79 0.81
Naive Bayes
Decision Tree 0.65 0.62 0.61 0.61
XGBoost 0.69 0.67 0.64 0.65
Adaboost 0.69 0.67 0.64 0.65
Passive Aggres- 0.84 0.83 0.81 0.82
sive

In the next step, I experimented with the joined dataset (Actual
data + Augmented Data). As the dataset has increased in size, neural
networks are expected to perform better than the traditional ma-
chine learning models. I used three Transformer-based pre-trained
models to perform experiments on our dataset and they are BERT
[11], XLM-RoBERTa [6], and DistilBERT [28]. These models, be-
ing pre-trained, perform considerably better than shallow neural
networks such as LSTM, Bi-LSTM on a relatively small dataset
[18]. These are all bi-directional transformers which means they
are able to capture context from both right and left. I also used the
previous nine traditional machine learning models. As this dataset
is relatively larger than the actual dataset, I split the dataset into
80% training data and 20% test data to evaluate the models.

Due to the strong performance in various text classification
tasks, I use the term frequency-inverse document frequency (TF-
IDF) for the traditional machine learning models to evaluate how
important a word is in the corpus. For the transformer models, the
preprocessed input is passed to the Tokenizers of the corresponding
models, such as BertTokenizerFast, XLMRobertaTokenizerFast, etc.
The tokens from the Tokenizers are then passed to the models
which return deep representations of the input texts. The deep
representation is a 128-dimensional vector. I also used AdamW as
the model optimizer, cross-entropy loss as the loss function, batch
size 8, and 0.01 as the learning rate.
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Table 5: Performance of Machine learning models (Actual +
Augmented Data)

‘ Model Name ‘ Accuracy | Precision ‘ Recall ‘ F1 score ‘
KNN 0.93 0.94 0.92 0.93
Random Forest 0.88 0.87 0.87 0.87
Logistic Regres- 0.91 0.90 0.90 0.90
sion
Support Vector 0.90 0.90 0.88 0.89
Machine
Multinomial 0.93 0.92 0.92 0.92
Naive Bayes
Decision Tree 0.73 0.72 0.72 0.72
XGBoost 0.82 0.81 0.82 0.81
Adaboost 0.85 0.84 0.84 0.84
Passive Aggres- 0.90 0.90 0.88 0.89
sive
BERT 0.96 0.94 0.98 0.96
XLM-RoBERTa 0.97 0.96 0.98 0.97
DistilBERT 0.94 0.91 0.98 0.95

All the parameters for the traditional ML models are listed in
table 6, and the remaining parameters are set as default as it is
in the Scikit-learn library. I performed a 10-fold cross-validation
for all the steps on the training data to better use this data, and
to test the effectiveness of the machine learning models. I also
applied the GridSearchCV technique to fine-tune and get the optimal
parameter values for the models. I used the simpletransformers
implementation for the models, which in turn uses the reputed open-
source Transformers library hugging face. I performed experiments
on NVIDIA Tesla K80 GPU provided by Google Colab. Finally, the
test data is used to print the final evaluation after conducting the
training using optimal parameters.

5 RESULTS

As this is a classification problem, the evaluation metric that is
used in this project is accuracy (A), precision (P), recall (R), and
F1 score. Accuracy is used to describe how the model performs
across all classes. Recall also gives a measure of how accurately our
model is able to identify the relevant data. Precision can be seen as
a measure of quality, as it describes how many detected items are
truly relevant. And, the F1 score is defined as the harmonic mean
of precision and recall. In general, accuracy is used in a balanced
dataset to measure a model’s performance, while the F1 score is
used in an imbalanced dataset.

For precision, recall, and F1-score, I considered the macro-average
of both classes. In macro-average, all the individual classes are
treated equally and the arithmetic mean of individual classes’ scores
is calculated. Here, table 4 shows the results of several machine
learning models on the original data, whereas table 5 presents the
results on the joined dataset.

In table 4, it can be seen that in terms of accuracy, recall, and
F1-score, SVM is working better among all the machine learning
models having an accuracy of 0.86 which is better than the baseline
accuracy. Since the original dataset is mildly imbalanced, still SVM
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Table 6: Optimal parameters for machine learning models

‘weights’: *distance’

Model Name Optimal Features (Actual Data) Optimal Features (Actual Data + Aug-
mented Data)
KNN ‘metric’:  ’cosine’, ’n-neighbors’ 12, | ‘metric’: ’cosine’, ’n-neighbors’: 3,

‘weights’: *distance’

Random Forest

"criterion’: "gini’, ‘n-estimators’: 150

’criterion’: ’entropy’, ‘n-estimators’: 150

Logistic Regression

’C’: 1000.0, 'max-iter’: 200, ’penalty’: ’12’,
’solver’: ’saga’

’C’: 1000.0, max-iter’: 50, 'penalty’: ’12,
’solver’: ’sag’

Support Vector Machine

’C’: 100, ’gamma’: 0.01, "kernel’: 'rbf’

’C’: 100, ’gamma’: 0.01, "kernel’: 'rbf’

Multinomial Naive Bayes

’alpha’: 0.1

“alpha’: 0.001

Decision Tree

’ccp-alpha’: 0.01, ’criterion’: ’entropy’,
‘max-depth’: 77, ‘'max-features’: auto’

’ccp-alpha’: 0.001, ’criterion’: ’entropy’,
‘max-depth’: 94, ‘'max-features’: ’sqrt’

XGBoost ‘eta’> 0.1, ’gamma’: 0.001, ’sampling- | ’eta’: 0.1, ’gamma’: 0.001, ’sampling-
method’: "uniform’, ’subsample’: 0.8 method’: “uniform’, ’subsample’: 0.9
Adaboost “algorithm’: 'SAMME’, ’learning-rate’: 0.5, | ’algorithm’ 'SAMME.R’, ’learning-rate’:

‘n-estimators’: 500

0.5, ‘n-estimators’: 500

Passive Aggressive Classifier ’C’: 10, 'max-iter’: 500

’C’: 1, ‘max-iter’: 2000

outperforms any other traditional ML model in terms of F1 score.
However, in table 5, where transformer-based models and nine
traditional models have been tested, XLM-RoBERTa outperforms
all the other ML models with an accuracy of 0.97. All of the models’
performance improved after text augmentation, however in this
instance, KNN and Naive Bayes surpassed all other traditional
models.

6 DISCUSSION

As the original dataset is relatively small, SVM and Passive Aggres-
sive Classifiers are expected to perform better. It is also evident in
the evaluation result. In contrast to tree-based machine learning
models, KNN and Multimodal Naive Bayes are also performing bet-
ter. Cross-validation, according to Golbeck et al., improves the per-
formance of Naive Bayes achieving 79.1% accuracy on this dataset.
Das et. al. found that after removing stop words and digits, Naive
Bayes can achieve 81% accuracy. Additionally, deleting stop words,
URLs, and numbers, using stemming and GridsearchCV can result
in better accuracy, in my case this is 86%.

Although the joined dataset is not large enough, transformer-
based models are performing well. Even their recall score is very
high, indicating that they can accurately identify relevant data. In
general, RoBERTa has much more parameters and is supposed to
perform better than BERT, which can be seen from the result. Also,
the distilBERT is comparatively lightweight and performs slightly
worse than BERT, which can also be seen. KNN and Naive Bayes
outperform SVM and Passive Aggressive Classifiers because the
joined dataset is considerably larger than the original dataset. How-
ever, tree-based classifiers, particularly decision trees, continue to
perform badly. This may occur because the documents are relatively
independent of one another. The data analysis reveals that although
the clusters share some common keywords, their respective con-
texts are distinct. With respect to these independent behaviors, the
tree-based approach struggles to perform better.

Although the models perform better when preprocessing and
text augmentation are used, there are certain limitations. The high

accuracy of the models may be due to the threshold score. Tweaking
this score may result in changes to the accuracy score. Furthermore,
all of the data is in text format, although in the real world, fake,
and satirical news is delivered in both textual and visual formats.
Another issue is that all of the data is about politics in a specific
time period. As a result, for future study, a large amount of text
and image-based data from various topics and time periods can be
explored.

7 CONCLUSION

I evaluate the effectiveness of nine traditional machine learning and
three transformer-based pre-trained models (BERT, XLM-RoBERTa,
DistilBERT) in order to differentiate between satire and fake news.
SVM is performing better in terms of accuracy, precision, and F1-
score than any other traditional machine learning algorithms on a
small dataset. But after the text augmentation, KNN, Naive Bayes,
and all the transformer models are performing better which means
that feeding a large amount of data into a pre-trained model can
bring up good results and can be used in future research. After
conducting a K-means clustering, it can be seen that most of the
news is about the election, Trump, Korea, and various politicians’
activities. So, by collecting a large amount of data on various topics
and time periods, it is possible to effectively distinguish between
fake and satirical news.
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